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Motivation
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MOTIVATION

Â Attributing an anonymous text to its most likely author is a very well-
studied problem, which dates back to the 19th century. 

Â Even after more than ten decades, the problem is still far from being 
solved and has become an important research subject, across many fields 
and domains. 

Â The discipline that concerns itself with this problem is known as 
Authorship Attribution (AA), which is the most prominent  
subdiscipline of authorship analysis.
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MOTIVATION

Â What can we do with AA ?

Reveal missing

authorship-metadata
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MOTIVATION

Â What can we do with AA ?

Deanonymize pseudonyms
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MOTIVATION

Â What can we do with AA ?
Clarify equivocal authorships
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MOTIVATION

Â So far, numerous machine learning models have been applied to solve 
AA, including neural networks, SVMs, random forests, logistic regression,  
k-NN, Naïve Bayes and many more.

Â The common denominator of these is that they rely on explicitly defined 
features that serve as an input for the chosen machine learning model.

Â Question: Can we avoid the manual feature engineering process…?
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COBAA
(Compression-Based Authorship Attribution)
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COBAA
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AA-problem
Â Lets first look at the corpus…
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COBAA

1) For each candidate, COBAA concatenates all of its texts into one profile.

2) Next, each candidate profile as well as each unknown document is 
compressed using the PPMd compression algorithm.

3) Afterwards, COBAA takes all compressed documents and computes 
pairwise similarities between a candidate profile and an unknown text 
via Compression-Based Cosine CBC(∙,∙)

4) For each unknown text, the resulting similarity scores are sorted in an 
descending order such that the candidate with the highest similarity is 
assumed to be the true author. 
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COBAA

Compress
(via PPMd)
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CBC(𝒙,𝒚)=1−
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𝐶(∙)denotes the length
of the compressed text
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u𝑗= unknown text

k𝑖= known candidate texts

p𝑖= candidate profile

x𝑖= compressed profile

y𝑗= compressed unknown text
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Competition results
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COMPETITION RESULTS

Performance of all submitted approaches in the cross-domain AA task, 
using several evaluation measures (ranked by macro F1).

[PAN18] 
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COMPETITION RESULTS

Attribution results per language (ranked by macro F1).

[PAN18] 
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Future work
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FUTURE WORK

Â COBAA is facing a number of issues, which are subject for future work:

ü In its current form, the language model constructed by PPMd remains 
a gray box. Even though we have access to the encoded character 
sequences (similar to character 𝑛-grams), it must be investigated how 
these contribute to the computed similarity.

ü Unlike other AA approaches that consider a subset of features, 
COBAA considers the entire text. Therefore, we have to investigate 
how much the topic of the texts influences the classification results. 
At the moment it is unclear if the AA-task is degenerated to a simple 
topic classification.
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FUTURE WORK

Â Open question: Why COBAA performs poor regarding specific languages?

Â There seems to be no connection between the number of characters in the 
alphabet and the classification result of the model. For example…

Â Applying the model on Hebrew texts (22 letters + 5 special ending letters 
and no casing) leads to similar results as applying it on Polish texts (64 
characters).
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Thank you for listening!

Questions?
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